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ABSTRACT 
This paper investigates integration, coordination, and transition 
strategies of gaze and hand input for 3D object manipulation in VR. 
Specifcally, this work aims to understand whether incorporating 
gaze input can beneft VR object manipulation tasks, and how it 
should be combined with hand input for improved usability and 
efciency. We designed four gaze-supported techniques that lever-
age diferent combination strategies for object manipulation and 
evaluated them in two user studies. Overall, we show that gaze did 
not ofer signifcant performance benefts for transforming objects 
in the primary working space, where all objects were located in front 
of the user and within the arm-reach distance, but can be useful for 
a larger environment with distant targets. We further ofer insights 
regarding combination strategies of gaze and hand input, and derive 
implications that can help guide the design of future VR systems 
that incorporate gaze input for 3D object manipulation. 

CCS CONCEPTS 
• Human-centered computing → User interface design; User 
studies; Virtual reality; Interaction techniques. 
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1 INTRODUCTION 
As one of the primary tasks in virtual reality (VR) systems, object 
manipulation is used in many diferent application domains such 
as 3D modeling [14, 20], game development [18], online collabora-
tion [25, 38], and immersive data exploration [2, 8]. However, its 
primary input modality, which uses virtual hands to “direct ma-

nipulate” an object, has long been criticized for being inefcient 
and imprecise [7, 36], and likely to induce arm-fatigue in longer 
interaction scenarios [16, 29, 35]. 

Alternatively, gaze has been identifed as a light-weight and fast 
input method, and has shown its potential for assisting with object 
manipulation tasks (e.g., [33, 40, 59]). However, previous work in 
VR mostly focused on the use of gaze for target selection [39, 45], 
which is only a sub-phase of the whole manipulation process, while 
how gaze input can be incorporated into the “manipulate” phase 
(translation, rotation, and scaling [31]) is still underexplored. Thus, 
this research aims to understand whether the incorporation of gaze 
input can beneft the hand manipulation process in VR, and how 
gaze input should be combined with hand input for convenient and 
efcient 3D object manipulation. 

This research investigates diferent integration, coordination, and 
transition strategies when incorporating gaze into current systems 
with mid-air hand input for 3D object manipulation in VR. Specially, 
we examine a design space that considers how gaze and hand input 
are integrated into diferent phases of the manipulation task, how 
they coordinate with each other when starting the manipulation, and 
how to transition from one to the other during manipulation. Based 
on this design space, we developed four gaze-supported manipula-

tion techniques and evaluated them through two user studies. In 
the frst study, we focused on the primary working space, where all 
objects located in front of the user and were within arm-reach dis-
tance, and assessed the techniques in terms of user performance and 
experience. In the second study, we further evaluated our techniques 
in a larger virtual environment with distant objects and embedded 
the designed techniques into realistic workfows. 

Our fndings show that gaze might not ofer signifcant perfor-
mance benefts for transforming objects in the primary working 
space, but can be useful in a larger environment with distant tar-
gets, while also mitigating the arm fatigue issue. We further derived 
a set of design implications that reveal the usefulness of diferent 
strategies, including hand-only vs. eye-hand manipulation, direct vs. 
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remote hand mappings, and implicit vs. explicit eye-hand transitions. 
Our fndings and implications provide a helpful guide for the design 
of future gaze-supported object manipulation techniques in VR. 

To summarize, the main contributions of the paper include: 

• The design space of how to incorporate gaze into the traditional 
hand-based object manipulation workfow. 

• A novel implicit transition-based approach (called ImplicitGaze). 
• The evaluation of the techniques, which has led to useful fndings 
and design implications (whether it is benefcial to incorporate 
gaze and what can be done to improve interaction). 

2 RELATED WORK 
Here we introduce the most commonly used approaches and recent 
advances regarding VR object manipulation (also see more thor-
ough recent reviews [31, 36]). We further discuss gaze-supported 
techniques used in VR and other domains. 

2.1 Object Manipulation in VR 
Mid-air interaction based on Virtual Hand is one of the primary input 
paradigm for modern VR systems [36]. With spatially tracked hand 
positions, typically with 6 degrees-of-freedom (DoF), users are able 
to directly translate and rotate objects in virtual environments in 
a similar way as they manipulate them in the physical world [44]. 
Although it has been criticized to be inefcient and imprecise [7, 36], 
due to its simplicity and intuitiveness of the control, Virtual Hand 
has been widely applied in various VR applications [14, 20, 27]. 

Further approaches have been used to enhance Virtual Hand. For 
example,Go-Go [43] and its recent extension [69], which scale up the 
speed of the virtual hand, enable users to reach distant targets, even at 
a potentially infnite distance [5]. Raycasting also provides an easy so-
lution for acquiring distant objects, but users may not be able to rotate 
the object precisely with one single hand as they are attached to the 
end of the ray [5]. Other methods [41, 57, 73] scale-down the whole 
virtual world to enable the interaction with out-of-reach objects. 

To ofer fne-grained manipulation control, several interaction 
techniques decrease the control-display ratio of the hand movement 
based on hand velocity [17, 70]. Degree-of-freedom (DoF) separa-
tion [37, 65] is another promising way to increase the accuracy of 
mid-air object manipulation—that is, rather than manipulating all 
the six DoF simultaneously, only one or two of them are controlled 
each time. For instance, in a recent work, researchers tried to reduce 
the DoF during object manipulation by constraining it to the shape 
of a point, ray, or plane, thereby increasing precision [22]. 

Nevertheless, many mid-air interaction techniques fall short in 
supporting prolonged manipulation due to cumulative arm muscle 
fatigue (the so-called “gorilla arm” efect) [29]. This is especially detri-
mental to interaction scenarios such as 3D modeling in VR, which 
require fne-grained, focused, and prolonged usage of mid-air inter-
faces. To address these challenges, providing indirect mappings [35] 
or integrating other less efort-demanding input modalities such as 
gaze into object manipulation techniques in VR can be potentially 
helpful. 

2.2 Gaze-Supported Manipulation 
Gaze-supported object manipulation has been widely explored in 
contexts outside VR. In general, while gaze ofers fast and natural 

pointing, it sufers from the lack of precision and the difculty of con-
frming a selection. To overcome these challenges, many techniques 
combine gaze with an additional modality, such as the principle of 
“gaze select, hands manipulate” [9, 39, 56, 66]. For example, Pfeufer 
et al. proposed Gaze-touch [39], which enabled users to control gaze-
selected targets indirectly using multi-touch gestures on interactive 
surfaces. Another example is the method proposed by Turner et 
al. [62], which casts the object being looked at by the user to the 
touch/cursor position to allow further manipulation. In contrast, 
other approaches [48, 55, 60–63, 67] for content-transfer between 
diferent displays, have embedded gaze movement into the transla-
tion process. These prototypes typically require the use of a hand 
trigger to “attach” the object to the gaze direction and then release 
the hand trigger to “drop” it. In a follow up research, Turner et al. [59] 
pushed this concept further by developing techniques that main-

tain concurrent rotation and scaling operations when performing 
translation tasks using gaze and touch. 

Limited work has investigated gaze input for object manipulation 
in VR or 3D virtual space. Simeone et al. [52] combined bi-manual 
touch gestures with gaze input to allow the scaling of objects on 
the XYZ-axis inside a touchscreen. Liu et al. have presented Or-
thoGaze [34], in which gaze is issued to move an object along three 
orthogonal planes in VR. Other researchers have used eye gaze to se-
lect objects, and leveraged indirect freehand gestures to manipulate 
them [40, 42, 45, 54]. All of them still followed the idea of “gaze select, 
hands manipulate”. In contrast to these approaches, the gaze input in 
our work was not only used for the selection of objects but also was 
involved in the whole target manipulation process, which requires 
continuous actions rather than the discrete selection operation [59]. 
Our aim is to understand how diferent methods of hand-eye inte-
gration, coordination, and transition can result in improved user per-
formance and their suitability to be applied to a variety of scenarios. 

2.3 Transition Between Gaze and Hand Input 
Diferent collaboration strategies have been explored to combine 
gaze and other input modalities, such as hands or head [49, 50], and 
the transition between diferent modalities can be classifed accord-
ing to whether they are explicit and implicit. Explicit transitions 
rely on specifcally issued commands to switch between gaze and 
other forms of input. The “switch” orders include actuating the input 
device or pressing a trigger. In contrast, implicit transitions do not 
rely on distinct commands to switch between multiple input mech-

anisms; all modalities always have an efect on the cursor/object 
that users interact with, and users do not need to concern about the 
transition during the interaction. 

An example of the explicit transition is Pinpointing [30], which 
starts with a fast but imprecise modality like gaze, and then refn-
ing it with a slower but more precise input modality such as hand 
gestures with an explicit button click or a fnger gesture for mode 
transition. An example of the implicit transition is “liberal” MAGIC 
pointing [76], where users can always move the cursor with manual 
or gaze input once they have decided to do so, without activating 
any trigger. While explicit transitions ofer more robust control in 
many cases [30], implicit transitions fade the boundary between the 
input mechanisms and smooth the “fow” of interaction. 
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Indicate Confirm Manipulate Release

Gaze Grab

Remote Hand

3D Magic Gaze and Implicit Gaze

Figure 1: An illustration of the target manipulation process, 
where gaze is used for indicate, hands are used for trigger con-
frm and release, and both inputs are applied (as hand only, 
or gaze and hand collaboratively) for object manipulation. 

It is important to note that we distinguish “implicit” from other 
names presented in the literature like “seamless” [51, 55], the smooth-

ness of the transition, and “concurrent” [59], the ability to manipulate 
multiple degrees-of-freedom simultaneously. Seamlessness and con-
currency do not ensure an implicit transition; we only consider if an 
explicit triggering mechanism is used. As discussed, previous works 
on gaze-supported VR object manipulation mainly used gaze as a 
selection technique, rather than incorporated it into the manipulate 
phase which includes translation, rotation, and scaling. Therefore, 
how to transition between gaze and hand input for manipulation 
tasks is still underexplored. 

3 DESIGN SPACE 
3D object manipulation techniques can be broken down into an initial 
selection of object and the later manipulation steps including transla-
tion, rotation, and scaling [6, 40]. We frst introduce this process and 
propose corresponding input modalities for each sub-phase. We then 
formulate a design space that considers how gaze and hand input are 
integrated into diferent phases of the manipulation task, coordinate 
with each other when starting the manipulation, and transition from 
one to the other during manipulation. Based on the design space, we 
further point out several gaps in the existing literature, and use this 
knowledge to design our proposed techniques. 

3.1 Target Manipulation Process 
We frst introduce a target manipulation process that is based on 
previous works [6, 40]. The whole task can be decomposed into four 
phases: indicate, confrm, manipulate, and release (see Figure 1). We 
identifed suitable input modalities for each phase, which is then 
useful to structure and narrow down our exploration space. 

3.1.1 Indicate. Indicating is the action of determining the target 
of interest with an input device. The literature suggests that gaze-
based pointing requires less efort and can be faster than manual 
input [39, 40, 55]. Further, gaze tracking has become more accurate 
with recent advances in the feld [15]. Therefore, we consider gaze 
as our input mechanism in the indicate phase. 

3.1.2 Confirm. Confrming the selection allows users to “pick up” 
and start manipulating the indicated target. Because gaze-based con-
frming techniques, such as dwell, can be inefcient and may induce 
unwanted selection [26], we decided to use a hand-based method, 
specifcally, pressing the trigger on the hand-held controller for a 
robust control of the confrm phase. 

3.1.3 Manipulate. Manipulation of objects, including translation, 
rotation, and scaling, can be achieved by hand input alone, or by 
gaze and hand input together. Gaze can be treated as a 2 degrees-of-
freedom (DoF) modality as an estimated gaze point normally moves 
on a 2D spherical plane, while accurately predicting the depth of the 
gaze point can be challenging [24]. In contrast, hand-based mech-

anisms typically feature 6 DoF motion input (both translation and 
rotation along the 3 axes). Based on its properties, gaze ofers more 
opportunities for rapid translating objects in the lateral direction [59]. 
As for hands, they are likely to be better in positioning objects in 
the depth dimension (the third DoF), and rotating or scaling them 
(as they either require the rotation of the input device or need mul-

tiple control points). To distinguish this phase from the whole target 
manipulation process, we call it the manipulate phase in this paper. 

3.1.4 Release. Releasing the trigger signals the completion of one 
operation. Similar to the confrm phase, we use the trigger on the 
controller for the robust control of the release phase. 

3.2 Design Dimensions 
We considered the following three-dimensional design space by em-

phasizing the integration, coordination, and transition of gaze and 
hand input for the manipulate phase. While we acknowledge that 
exploring other design dimensions such as target properties and in-
put techniques can be useful, this research focuses on exploring how 
to incorporate gaze-input into the traditional hand-based workfow. 

D1. Integration: which input mechanism(s) of gaze and hand has 
(have) been integrated into the manipulate phase. 

D2. Coordination: when starting the manipulate phase, if the in-
dicated target will snap to the hand position or remain in its 
original place. This further corresponds to whether the object 
is directly mapped onto the hand position (direct mapping) or 
manipulated by hands remotely (remote mapping). 

D3. Transition: if both input mechanisms are involved in the ma-

nipulate phase, whether the transition between gaze and hand 
input is explicit or implicit (with or without specifcally issued 
triggering commands like button pressing). 

3.2.1 Synthesis of Prior Work. We further summarized how existing 
gaze-supported manipulation techniques ft into each dimension 
of the design space (see Table 1). We have focused on the ones that 
involve hand input in the manipulate phase, rather than relying on 
the gaze input alone. That is, the approaches that use gaze input only 
as a supporting mechanism for manipulation. 

3.2.2 Research Gaps and Design Opportunities. The design space 
and the synthesis of prior work reveal some research gaps that are 
essential for framing the design of gaze-supported object manipula-

tion techniques but are still underexplored in the literature and thus 
create new design opportunities. 
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Integration Coordination Transition Techniques 
Gaze Hand Direct Remote Implicit Explicit None 

Eye drop [61, 62] ✓ ✓ ✓ 
TouchGP [55] ✓ ✓ ✓ ✓ 
Gaze-Touch [39] ✓ ✓ ✓ 

2D TouchT [59] ✓ ✓ ✓ 
GazeT [59] ✓ ✓ ✓ ✓ 
MagicT [59] ✓ ✓ ✓ ✓ 
Gaze [66] ✓ ✓ ✓ 
Gaze + Non-touch [42] ✓ ✓ ✓ 
Three-point [52] ✓ ✓ ✓ ✓ 
Gaze + pinch [40] ✓ ✓ ✓ 
GG interaction [45] ✓ ✓ ✓ 

3D Gaze + Gesture [9, 10, 54] ✓ ✓ ✓ 
Gaze Grab ✓ ✓ ✓ 
Remote Hand ✓ ✓ ✓ 
3D Magic Gaze ✓ ✓ ✓ ✓ 
Implicit Gaze ✓ ✓ ✓ ✓ 

Table 1: Summary of how existing gaze-supported manipula-
tion solutions and ours (the bottom four) ft into the design 
space. Our techniques enabled us to explore explicit and 
implicit transitions, which have not been well-covered by 
previous research in 3D, and how diferent design dimen-
sions may infuence user performance and experiences in 
VR manipulation. 

G1. Transition mechanisms between gaze and hand input have not 
been investigated in the manipulate phase in VR; most of the pre-
vious work focused on the rationale of “gaze select, touch ma-

nipulate”. However, gaze can not only support discrete pointing 
tasks but can also be benefcial for target manipulation,which re-
quires continuous actions [55,59]. Further exploration is needed 
to understand how gaze input supports manipulation in VR en-
vironments, which ofers 3D spatial input and stereo vision [31]. 

G2. Implicit transition is still under-explored for target manipulation 
tasks in general. According to Table 1, there is lack of implicit 
transition techniques in the manipulate phase. All transitions 
are based on either releasing a pressed trigger [55] or exceeding 
a hand movement threshold [59] to switch from gaze input to 
hand input. 

G3. Techniques that leverage diferent elements of the design space 
have not been compared in terms of their efciency and usabil-
ity. For example, it is unclear how gaze-supported methods 
that allow remote (indirect) manipulation compare to direct 
manipulation-based solutions in terms of performance and user 
experiences, although they have been applied in diferent appli-
cations [68]. Furthermore, it is still unclear if gaze-supported 
techniques can provide more benefts than hand-only tech-
niques in the manipulate phase in VR. 

4 TECHNIQUE DESIGN 
Based on the identifed research gaps and design opportunities, we 
developed the following four techniques to (1) explore transition 
mechanisms (G1 - 3DMagicGaze), especially implicit transition 
(G2 - ImplicitGaze), for target manipulation in VR and (2) evalu-
ate and compare approaches that leverage diferent elements of the 
design space in terms of user performance, experiences, and their 
suitability to be applied to a variety of scenarios (G3). Table 1 shows 
how each technique fts within the design space. 

4.1 Gaze Grab 
With GazeGrab, the gaze-indicated target snaps to the hand position 
once the selection is confrmed. Next, the hand takes full control of 
the selected target during the manipulation phase until the trigger 
is released. This technique allows the direct manipulation of objects 
and represents a VR-enhanced version of previous research on con-
tent transfer [61]. Similar techniques have also been demoed in VR 
applications [68], though it has not been empirically evaluated or 
compared with other techniques. In our design, the gaze-grabbed 
object is located slightly above the virtual hand position, to avoid 
visual occlusion. 

4.2 Remote Hand 
To manipulate an object through RemoteHand, a user frst points at 
it with eye gaze and then confrms the selection with a hand trigger. 
The target then follows the rotation and translation of the hand, 
without snapping to the hand location. This technique enables the 
indirect manipulation of targets with hand movement. It can be seen 
as a 3D extension of existing approaches in 2D [39, 40, 66], which 
follow the underlying rationale of “gaze selects, hand manipulates”. 

4.3 3D Magic Gaze 
3DMagicGaze establishes a circular safe region (10◦ 

radius, invisible 
to users) around the target once the initial eye-based selection is 
confrmed. If the gaze point is within the safe region, only the hand 
can control the transformation of the object. Otherwise, when the 
gaze point is outside of the safe region and if the hand movement 
distance exceeds a threshold (0.08m), the object snaps to the gaze 
point direction (without changing its depth to the user). A new safe 
region appears around the target after the snapping takes place. The 
design of this technique follows MagicT [59] in 2D, which requires 
an explicit command (hand movement) to switch from gaze input 
to manual input. 

4.4 Implicit Gaze 
ImplicitGaze also forms a circular safe region around the target 
once the eye-based selection is confrmed. If the gaze point is inside 
the safe region, hand input will control the object’s transformation. 
Otherwise, if the gaze point is outside the safe region, the object snaps 
to the gaze point direction (without changing its depth to the user). 
A new safe region appears around the target after snapping. Unlike 
3DMagicGaze, this technique does not rely on any trigger mechanism 
to switch between gaze and hand input, thus features “implicit” 
transition between input modalities. To prevent the gaze cursor 
from being “over-active” [76], we introduced a dynamically-resized 
safe region, which resizes automatically based on the user’s gaze 
behavior. It then increases its size from the original radius (6◦) with a 
constant speed (10◦/s) if the gaze point stays within the region until 
the maximum size (20◦). This is to simulate users’ search behavior, in 
which the longer the gaze point is fxed within specifc regions, the 
more likely the user is approaching the target location [19, 39, 53]. 
Therefore, increasing the safe region’s size can avoid unwanted 
snapping and allow robust, fne-grained hand translation. 

The parameter values were obtained from our pilot tests. We kept 
the following design aspects consistent among the techniques: (1) 
the gaze pointer is invisible to users so as not to distract them; (2) 
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Figure 2: (left) Task illustration: participants were required 
to transform an object from its initial confguration to a 
target pose; (right) An illustration of Lateral Distance and 
Depth which were independent variables of the frst study. 

all techniques had the same control-display mapping (1:1) for hand 
manipulation; and (3) all techniques used the trigger button of the 
hand-held controller to confrm and release the selection. 

Next, we present two user studies where we evaluated and com-

pared the four gaze-supported manipulation techniques that em-

ployed diferent integration, coordination, and transition strategies. 
In the frst study, we focused on the primary working space, where 
all objects located in front of the user and were within arm-reach dis-
tance, and assessed the techniques in terms of user performance and 
experience. In the second study, we further evaluated our techniques 
in a larger virtual environment with distant objects and embedded 
the designed techniques into realistic workfows. 

5 STUDY 1: CONTROLLED EVALUATION 
In this study, our goal was to evaluate and compare the four gaze-
supported manipulation techniques (GazeGrab,RemoteHand, 3DMag-
icGaze, and ImplicitGaze) that leveraged diferent design features 
from the presented design space in a controlled working space. By 
doing so, we aimed to better understand whether gaze input should 
be incorporated into hand manipulation process, and how gaze input 
could be combined with hand input for convenient and efcient 3D 
object manipulation in VR. The study mainly focused on the primary 
working space, where all targets of interest are located in front of the 
user (less than 90◦ 

horizontal ofset when the user is looking forward) 
and are within arm-reach distance. Most of the work in VR is likely 
to happen within this area, so there is no need for users to frequently 
turn back or move around the virtual environment [1, 13, 72]. 

5.1 Participants and Apparatus 
We recruited 12 university students (3 women, 9 men) between the 
age of 18 to 29 years (mean = 22.5) for this frst study. All participants 
reported to be right-handed. 

We developed the system using the Pico Neo 2 Eye, a standalone 
VR headset with 6 DOF tracking and Tobii eye-tracking features. The 
headset has 1920 × 2160 pixels screen resolution per eye and 101◦ 

feld-of-view (FoV). The embedded eye tracker has 90Hz data output 
frequency, 0.5◦ 

estimated accuracy, and 25◦ 
left/right/down and 20◦ 

up trackable FoV. The software was implemented in C# in Unity3D. 

5.2 Task 
The task required participants to transform a 3D model from its initial 
confguration to a new target pose (see Figure 2 left). The target lo-
cation was randomly selected within 30◦ 

of angle distance when the 
participant was looking straightforward along the z-axis (the depth 
axis) of his/her local space. The initial position was then calculated 
according to the target position based on our independent variables— 
lateral distance (the angular distance between the start and target 
location) and depth (the diferences in the depth dimension). The tar-
get position was to be expected by participants. In other words, they 
knew where the object should be translated to when starting the ma-

nipulation task, even when the initial target was located outside the 
user’s feld-of-view (but within the primary working space). This al-
lowed us to minimize the search time, which may confound with the 
manipulation time. Another factor, which is the object orientation, 
was adjusted according to the experiment requirement. 

5.3 Evaluation Metrics 
5.3.1 Performance Measures. To evaluate technique performance, 
we controlled transformation errors to be under a threshold (smaller 
than 0.015m and 3.5◦) while comparing task completion time. 

• Manipulation Time: the time elapsed between when object selec-
tion is confrmed and when both of the following conditions are 
satisfed: (1) the target is correctly placed with errors under the 
pre-determined threshold; and (2) the trigger is released. 

• Coarse Translation Time: the time elapsed between the selection 
confrmation and the frst time when the distance between the 
acquired object and target position is smaller than 0.05m. The 
rationale for including this variable was that, during our pilot 
studies, we found users took a long time to re-adjust the object ori-
entation and fne-tune its position after reaching an approximate 
target location. 

• Re-position Time: the elapsed time for fne-grained manipulation 
(= Manipulation Time - Coarse Translation Time). 

5.3.2 Hand Manipulation Measures. We were also interested in 
investigating how techniques may infuence hand movement and 
rotation for manipulation tasks, which may correlate to the arm fa-
tigue measures, based on the simple rationale that more hand motion 
is likely to induce more arm fatigue [23]. 

• Hand Movement Distance: the accumulated distance (by accumu-

lating the displacement of hand per frame) that the hand has 
travelled during the manipulation process. 

• Hand Rotation Angles: the accumulated angle that the hand has 
rotated during the manipulation process. 

5.3.3 Subjective Measures. We also compared the techniques based 
on subjective measures, including arm fatigue, ease of use, required 
workload, and individual rankings. 

• Borg CR10 [4, 29]: a categorical rating (0-10 points) which can be 
used to assess perceived arm exertion/fatigue. It has been shown 
to correlate well with objective measures from, for example, EMG 
data [58]. We adopted the same format and verbal description as 
previous works [29] in this experiment. 

• Single Easement Questionnaire [46]: to measure the ease-of-use of 
the techniques with a 7-point scale. 
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• Raw NASA-TLX [21]: to measure the task load induced by the 
techniques with 7-point scales. 

• Subjective Ranking: a rank of all the techniques according to par-
ticipants’ overall preference. 

5.4 Design and Procedure 
The study employed a 4 × 3 × 2 within-subjects design with three 
independent variables: Techniqe (RemoteHand, GazeGrab, Implic-
itGaze, and 3DMagicGaze), Lateral Distance (35◦ 

and 55◦), and 
Depth (0.05m, 0.10m, and 0.15m). Lateral distance represents the 
angular distance between the start and target location, whereas the 
depth factor looks at the diferences in the depth dimension along the 
user’s line of sight (see Figure 2 right). The current level and task set-
ting made all objects to be located within the primary working space 
(from 0◦ 

to 85◦ 
horizontal ofset and within arm-reach distance). The 

presentation order of Techniqe was counterbalanced using the 
Latin Square approach, whereas Lateral Distance and Depth were 
presented in random order. Additionally, the rotation factor (20◦, 50◦, 
80
◦
, 110◦, and 140◦), which is the required rotation (in angles) from 

the initial to the target transform, was pre-determined for each repeti-
tion and the same set of values was used across all conditions (though 
appeared with a randomized order). Exploring the efect of rotation 
was not our primary focus, as all techniques used a similar method to 
achieve that purpose. In the experiment, each condition was repeated 
5 times which resulted in 1440 (= 12 participants × 4 techniques × 
3 lateral distances × 2 depths × 5 repetitions) trials of data. 

The whole experiment lasted approximately 50 minutes in total. 
Participants frst completed a questionnaire to collect their demo-

graphic information. They were then introduced to the experiment 
task and the VR device, and instructed to complete the trials as fast 
and as accurately as possible. Next, we asked participants to put 
on the headset and start the experience in VR. The VR experience 
consisted of four sessions corresponding to four manipulation tech-
niques. Each session began with ten warm-up trials for participants 
to get familiar with the input method, followed by the formal test 
trials. After each session, we collected user feedback with the Borg 
CR10, Single Easement, NASA-TLX, and Subjective Ranking ques-
tionnaires. Participants were required to have a rest between each 
session. 

5.5 Results 
To analyze the collected data, we frst discarded the outliers that 
deviated more than three standard deviations from the mean value 
(mean ± 3std .) in each condition (20 trials, 1.3%). Furthermore, a 
Shapiro-Wilk test indicated that the data is non-normally distributed. 
Therefore, all data underwent pre-processing through Aligned Rank 
Transform (ART) [71]. Next, we performed repeated-measures 
ANOVAs (RM-ANOVA) and Bonferroni-adjusted pairwise com-

parisons for each measurement. We also computed efect size 
(the non-parametric estimator for CL, symboled Aw [32, 64]) to 
accompany the pairwise tests based on unranked (non-normal) 
data. The results from performance measures, hand manipulation 
measures, and Borg CR10 are summarized in Figure 3. 

5.5.1 Performance Measures. A RM-ANOVA indicated that Tech-
niqe (F3,253 = 4.141,p = .007) and Lateral Distance (F1,253 = 
5.414,p = .021) had signifcant main efects on Manipulation Time, 

but not Depth (F2,253 =0.186,p = .831). No interaction between these 
variables was found. A post-hoc test indicated that GazeGrab (13.7s) 
was signifcantly slower (p = .004, Aw = 0.64) than RemoteHand 
(12.3s). 

Another RM-ANOVA showed that both Techniqe (F3,253 = 
3.084,p = .030) and Lateral Distance (F1,253 = 25.024,p < .001) had 
signifcant main efects on Coarse Manipulation Time, but not Depth 
(F2,253 =0.610,p = .544). An interaction efect between Techniqe 
and Depth was also identifed (F6,253 =3.396,p = .003). When Depth 
increased, while RemoteHand, ImplicitGaze, and 3DMagicGaze led 
to larger Coarse Manipulation Time, GazeGrab required less time. 
A post-hoc test indicated that ImplicitGaze (4.1s) was signifcantly 
faster (p = .036, Aw =0.61) than GazeGrab (4.7s). 

Finally, Techniqe (F3,253 =3.861,p = .010) had a signifcant main 
efect on Re-position Time, but not Lateral Distance (F1,253 = 
1.377,p = .242) or Depth (F2,253 = 0.452,p = .637). No interaction 
efects were found. According to a post-hoc test, GazeGrab (9.1s) was 
signifcantly slower (p = .007, Aw =0.64) than RemoteHand (7.6s). 

5.5.2 Hand Manipulation Measures. A RM-ANOVA showed that 
both Techniqe (F3,253 = 13.559,p < .001) and Lateral Distance 
(F1,253 = 55.681,p < .001) had signifcant main efects on Hand 
Movement Distance, but not Depth (F2,253 = 0.126,p = .881). No 
interaction efects were found. A post-hoc test indicated that Implic-
itGaze required much smaller hand movement than 3DMagicGaze 
(p = .047, Aw = 0.38), GazeGrab (p < .001, Aw = 0.30), and Remote-
Hand (p < .001, Aw = 0.31). Furthermore, 3DMagicGaze required sig-
nifcantly less hand movement than GazeGrab (p = .008, Aw =0.38). 

Furthermore, Techniqe (F3,253 = 15.663,p < .001) and Lateral 
Distance (F1,253 =26.569,p < .001) had signifcant main efects on 
Hand Rotation Angles, but not Depth (F2,253 =0.924,p = .398). Ad-
ditionally, no interaction efects between the variables were found. 
ImplicitGaze led to signifcantly less hand rotation than 3DMag-
icGaze (p = .003, Aw = 0.37) and RemoteHand (p = .008, Aw = 0.39). 
Additionally, GazeGrab also resulted in signifcantly less hand ro-
tation than 3DMagicGaze (p < .001, Aw = 0.29) and RemoteHand 
(p < .001, Aw =0.30). 

5.5.3 Subjective Measures. A RM-ANOVA test indicated that Gaze-
Grab induced more arm fatigue and higher physical workload than 
all other techniques (for all pairwise comparison, p < .001). It also 
led to higher (mental and physical) efort and created more frustra-
tion than ImplicitGaze and RemoteHand (all p < .024), and higher 
mental demand than 3DMagicGaze (p = .034). Subjective ranking 
data indicated that participants signifcantly preferred ImplicitGaze, 
RemoteHand, and 3DMagicGaze over GazeGrab (all p < .001). No 
other statistically signifcant efect was identifed. 

5.6 Discussion 
5.6.1 Hand-Only vs. Eye-Hand Manipulation. When comparing the 
hand-only (during the manipulate phase) technique (RemoteHand) 
and the eye-hand techniques (3DMagicGaze and ImplicitGaze), we 
did not observe signifcant performance diferences. This extends 
fndings from previous research on 2D screens [59], where gaze was 
not be able to enhance the performance of manipulation tasks in the 
primary working space. On the other hand, adding transitions be-
tween gaze and hand also did not deteriorate performance compared 
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Figure 3: Plots of techniques’ performance under diferent measurements. Error bars indicate the standard error. Statistical 
signifcant efects are marked (* = p < .05, ** = p < .01, and *** = p < .001). 

to hand-only techniques; participants quickly learned/adapted to 
these new input methods. As expected, RemoteHand required more 
hand movement and rotations to achieve the same manipulation 
task. However, the results from the Borg CR10 and NASA-TLX ques-
tionnaires did not show signifcant benefts of eye-hand transitions 
over hand-only techniques regarding arm fatigue and perceived 
workload. 

5.6.2 Direct vs. Remote Hand Mappings. When comparing Gaze-
Grab to other techniques that allowed remote hand mappings (specif-
ically RemoteHand), we observed substantial diferences in perfor-
mance measures and subjective feedback. GazeGrab required a much 
longer time frame to re-position an object than RemoteHand and 
caused signifcantly higher perceived arm fatigue. This was mostly 
because, as indicated in previous research, “direct manipulation” 
techniques are imprecise in nature [36]. Participants found it difcult 
to place the object in the correct position by holding it with their arms. 
Further, participants suggested that GazeGrab was cumbersome as it 
required them to “suspend” their arms in the air to perform the manip-

ulation (in contrast with the techniques based on indirect mapping 
which allowed them to manipulate the target with their arms down). 
Interestingly, GazeGrab induced less hand rotation than RemoteHand. 
In fact, according to the mean value shown in Figure 3, GazeGrab had 
the smallest hand rotation angles. This is likely due to the presence of 
direct mappings, which leads to users fnding it easier to determine 
how to optimally rotate an object to the target confguration. 

5.6.3 Implicit vs. Explicit Eye-Hand Transitions. When comparing 
ImplicitGaze and 3DMagicGaze, we found that they led to similar 
empirical performance, while ImplicitGaze required less hand move-

ment and rotation to complete the manipulation task. This diference 

was most likely due to the transition mechanism we chose for 3DMag-
icGaze, which entailed the use of hand movement to snap the target 
to the hand position. Our choice was based on Turner et al. [59] 
work, where they thought such input structure would demonstrate 
“some form of integrity” (as we usually use a fnal hand manipu-

lation to fne-grain the translation made by gaze input). However, 
according to our study results, we found this explicit hand move-

ment can have side efects. It required participants’ hands to move 
for longer periods of time and rotate more to achieve the same task 
compared to the implicit approach. Even if we change to other mode 
switching mechanisms, like trigger tapping [55], it is likely that such 
extra eforts would still be needed for methods based on explicit 
transitions. In contrast, implicit transition techniques can be an 
ideal solution as they require minimum efort for mode switching. 
Our results also showed no issues regarding unwanted snapping (in 
other words, not inducing the Midas touch problem [28]) by using 
a dynamically-resized safe region. 

5.6.4 Efect of Lateral Distance and Depth. As expected, our results 
showed that lateral distance infuenced the technique performance 
in coarse manipulation time, but not re-position time (mostly orien-
tation adjustment). Depth did not have a defnite impact on selection 
performance, likely due to the diferences between the levels not 
being substantial (as all of them were within arm-reach distance). 

5.6.5 Summary of Study 1’s Key Findings. Based on the discussion, 
we summarize the following key fndings from the frst study. 

• Our results show no evidence that manipulating objects (mainly 
translation) based on both eye and hand input (3DMagicGaze and 
ImplicitGaze) can ofer signifcant performance benefts in VR 
manipulation tasks over the hand-only approach (RemoteHand) 
in the primary working space. 
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• Direct hand mapping (GazeGrab) is less precise and can lead to 
more arm fatigue than remote hand mappings (like RemoteHand). 
However, it might help users to determine how to optimally rotate 
an object to the target confguration. 

• Implicit transition (ImplicitGaze) and explicit transition (3DMag-
icGaze) led to similar task performance, while implicit transition 
required less efort (e.g., hand movement) than explicit transition. 
In particular, a dynamically-resized safe region was shown to be 
useful as there was little evidence of the Midas touch issue [28]. 

After assessing technical performance and initial user feedback in 
Study 1, we further extended the evaluation to a larger space which 
requires the use of locomotions in Study 2. 

6 STUDY 2: APPLICATION 
In this second study, we aimed to assess how gaze-supported manip-

ulation techniques perform under a larger environment and when 
applied to realistic workfows. We also wanted to compare our tech-
niques with Virtual Hand (hand input only for selection and manip-

ulation), which is currently the most common method for manipu-

lating objects. We also measured user experience and collected user 
feedback, which can help adapt the gaze-supported techniques to 
real use cases. 

6.1 Participants and Apparatus 
We recruited eight university students (3 women, 5 men) with pre-
vious experience in 3D modeling (1-8 years, mean = 2.75, using 
software like SolidWorks, 3DS MAX, CAD, Rhino, and Unity). We 
hope that more fruitful discussions could be triggered with experi-
enced/expert users in the relevant domain. Their ages were between 
21-29 years (mean = 24.4). All of them were right-handed. We used 
the same device as in the previous study. 

6.2 Interaction Scenario 
Participants were instructed to reconstruct an empty room following 
a miniature, as shown in Figure 4, using the manipulation techniques. 
However, they were not required to follow how the miniature looked 
like precisely; rather, it was used as a guide for them to make their 
own creations. Participants could move around the room using the 
teleportation mechanism, choose desired objects from a prefab list 
(see Figure 4), and manipulate (translate, rotate, and scale) the se-
lected item. This difered from the frst study, which controlled the 
participants in a static position (within primary working space) and 
had specifc time-controlled task requirements. In this interaction 
scenario, we emphasized the “design-by-yourself” concept, where 
the techniques were integrated into users’ own workfow and cre-
ative experiences [75]. Similar applications include Mozilla Hubs 
[25] or Minecraft VR [38], where users/players can decorate/build 
virtual space with diferent objects/building blocks. 

6.3 Procedure 
The whole experiment lasted approximately 60 minutes in total. 
Participants frst completed a demographic questionnaire. Then, 
participants were briefed about the task and program functionalities, 
and were asked to put on the headset on and started interacting with 
the virtual space. The whole interaction experience was divided into 
fve sessions (four gaze-supported techniques and virtual hand were 

Figure 4: Participants were instructed to construct an empty 
room following a miniature (left) with the gaze-supported 
manipulation techniques. They were able to teleport around 
the room, select objects from a prefab list (right), and 
manipulate (translate, rotate, and scale) the selected item. 

Technique Pragmatic Hedonic Overall 

GazeGrab 0.66 0.84 0.75 
RemoteHand 0.21 -0.25 -0.02 
3DMagicGaze 0.31 0.94 0.63 
ImplicitGaze 0.68 1.10 0.89 
Virtual Hand -0.13 -0.63 -0.38 

Table 2: Theresults fromtheshortversionofUser Experience 
Questionnaires (UEQ-S) which outline the pragmatic qual-
ity, hedonic quality, and overall quality of each Technique 
(higher scores are better). 

presented in a randomized order). During each session, they learned 
about a manipulation technique and performed the task as described 
in the previous section. At the end of each session, they completed 
a short version of the User Experience Questionnaire (UEQ-S) [47] 
and answered a set of structured questions to provide their overall 
feedback towards the technique. The structured questions asked 
about the strengths and weaknesses of each method. After fnishing 
the fve sessions, they were also invited to provide their opinions 
regarding the diferent design features employed in the techniques 
(hand-only vs. hand-eye, direct vs. remote mappings, and implicit vs. 
explicit transitions). Responses were recorded for further analysis. 

6.4 Results 
The results from UEQ-S are summarized in Table 2, which indicates 
that the gaze-supported techniques performed better comparing to 
Virtual Hand in terms of pragmatic, hedonic, and overall quality. 
Next, we provide a summary of participant interview responses 
grouped by technique. 

6.4.1 Gaze Grab. As a way of hand-eye coordination, GazeGrab 
has a unique feature of snapping the object to the hand position 
when starting the manipulate phase. A number of participants (N=5) 
commented that it was “efcient” and “convenient” way of achieving 
this; “I normally moved to the destination frst, and then brought the 
object to me with the technique. It was very quick.” (P2). However, a 
couple of participants mentioned that “the efciency of GazeGrab 
was highly dependent on the accuracy of teleportation method, which 
was sometimes not very accurate.” (P3). The inaccurate teleportation 
might require users to re-adjust their standing position when using 
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GazeGrab. Two participants also said that the technique “required 
some learning”. Notably, P5 noticed that “when object few to me, 
especially big objects like a sofa, I was afraid that it might hit me.”, and 
P5 also found it challenging to fne-grain the position of an object 
as “the object would fy to my hand again when pressing the trigger, 
and my previous efort was wasted”. 

6.4.2 Remote Hand. Although this technique has the ability to ma-

nipulate objects remotely, almost all participants (N=7) noted that Re-
moteHand was inconvenient when moving objects that were at a far 
distance; “It seemed that the object only moved a little bit when I moved 
my arms.” (P2). “This was fatiguing.” (P1). Moreover, P5 mentioned 
that “when I tried to move the object for a large distance, my arm’s 
movement might also cause the rotation of the object. So I had to rotate it 
back.” Despite these limitations, most participants (N=7) felt Remote-
Hand was accurate for manipulation. In addition, P5 commented on 
the agency provided by the technique “manipulating objects remotely 
made me feel that I was taking control of the whole space”. 

6.4.3 3D Magic Gaze. Half of the participants (N=4) explicitly men-

tioned that, with the help of their eyes, 3DMagicGaze was quick 
for long-distance object translation. However, a few participants 
(N=5) mentioned some faws in the hand confrmation mechanism: “I 
needed time to get used to this (hand movement for confrmation).” (P6) 
“For small or medium movement, it was sometimes hard for me to decide 
whether using hand or gaze.” (P5). Additionally, some participants 
(N=5) thought the switching between eye and hand input was con-
fusing at times: “I often forgot using hand to bring (snap) the object.” 
(P7) “I found sometimes waving my arms did not make the quick trans-
formation (snap). For example, I wanted to put a bed adjacent to the 
wall, but it was hard to achieve—the movement was either too small or 
too large” (P4). The later was because the gaze cursor was still inside 
the safe region, so the hand snapping did not happen. In contrast, P8 
said that “I did not feel any big diference comparing to ImplicitGaze.” 
and indicated that hand movement was natural for confrmation. P6 
further said 3DMagicGaze felt more “stable” than ImplicitGaze, since 
the selected object would not frequently snap to the gaze direction. 

6.4.4 Implicit Gaze. Participants (N=7) felt that ImplicitGaze was 
“novel” and “efcient”; “I can just stand still and manipulate the objects 
quickly.” (P4). However, several participants (N=4) also commented 
about the difculty of using eyes to achieve precise manipulation. 
“When I was searching for the places, the object, especially the big ones, 
would block my view. Also, there were some unwanted movements 
caused by eyes.” (P3). On the positive side, P7 commented that “I 
thought eye movement might cause some random movements before 
using it, but it actually didn’t when trying.” Noticeably, some partici-
pants (N=3) thought it was not as easy to move the object in the depth 
dimension with ImplicitGaze, as the movement in that dimension 
is particularly slower than lateral directions. 

6.4.5 Virtual Hand. Almost all participants (N=7) thought Virtual-
Hand was natural and realistic; “I always know how to do it (the ma-
nipulation), as that’s what we do in everyday life.” (P3). The technique 
also felt more “controllable” due to these characteristics. However, all 
participants (N=8) acknowledged that VirtualHand was “fatiguing” 
and “not efcient enough for long-distance translation”. 

6.5 Discussion 
In this section, we discuss and summarize the results and provide 
solutions for the identifed limitations and design implications that 
can help future implementation of gaze-supported manipulation 
techniques in VR. 

6.5.1 Hand-Only vs. Eye-Hand Manipulation. While the beneft of 
rapid eye movement for object translation is not salient in the pri-
mary working space (as shown in the frst study), for manipulating 
faraway objects in a larger environment, participants clearly pre-
ferred the efciency and convenience of gaze-hand combination for 
coarse translation. Indeed, theoretically, an exact control-display 
mapping (1:1) of hand movement has little efect (visually) on objects 
located in a far distance from a user’s perspective. In such a situation, 
it is thus more ideal for translating the target according to visual 
angles (as what gaze input does), rather than exact distance mapping 
(as what hand input does in this research). Another solution, which 
can enhance hand-only approaches (e.g., RemoteHand) in the manip-

ulate phase is to provide hand amplifcation (e.g., [69]), where the 
hand movement is amplifed using specifc functions, so the object 
appears to move a larger distance. 

However, eye-hand manipulation became less useful for close and 
large objects, as it might occlude the user’s line-of-sight (since the tar-
get follows gaze), which made location searching difcult. A quick fx 
could entail making the target under manipulation semi-transparent 
[11], so that the user’s view is not fully-blocked. Some participants 
also found hand-only manipulation to be more manageable, as they 
reported being more used to this type of input. 

6.5.2 Direct vs. Remote Hand Mappings. With the feature of bring-
ing faraway objects to users’ hands (turns a remote object to direct 
hand mapping), GazeGrab shifted how participants interacted with 
objects when compared to the other three gaze-supported techniques. 
With remote-mapping based methods like ImplicitGaze, participants 
tended to remain in the same standing position and transferred the 
items remotely. In contrast, with GazeGrab, they were likely to frst 
move to a new target position and then bring the object to their 
location. As reported by the participants, this transformation was 
efcient in transporting distant targets but can be cumbersome for 
close ones. Repetitive snapping close objects to hands can make 
the adjustment difcult, and it is likely better to disable this func-
tion when the target is within arm-reach distance. Furthermore, 
users needed to re-adjust their standing position if there was any 
inaccuracy caused by the locomotion technique. If the VR locomo-

tion/teleportation [3] is sufciently smooth, efcient, and accurate, 
the snap-to-hand function could be useful by translating distant 
objects along the depth dimension. 

Another issue brought by direct hand mappings is that if the object 
under manipulation is quite large, participants found it difcult to 
transform the object into a satisfable confguration as a signifcant 
part of their view is occupied by the item. Some participants also 
reported that it made them feel unsafe as they thought the object 
might collide with their body. Potential solutions to these issues could 
entail providing a mini-map [12, 57] as an overlay to give an non-
occluded vision to support fne-grained transformation and making 
the oversized object semi-transparent to minimize its intrusiveness. 
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6.5.3 Implicit vs. Explicit Eye-Hand Transitions. Participants’ opin-
ions difered in whether it would be more benefcial to apply explicit 
or implicit transitions between eye and hand input. The advocates of 
the explicit transition mechanism most appreciated its robustness; 
the rapid eye movement would not frequently bring the object to the 
user’s facing direction. Although the dynamically-resized safe region 
was reported as being useful (ImplicitGaze did not produce random 
gaze-like movement for objects), it was not able to handle rapid, long-
distance searching actions, and could occlude participants’ view by 
snapping the target to the gaze location. As mentioned previously, 
making the target semi-transparent would mitigate this issue. 

On the other hand, some participants found that using hand move-

ment to confrm the gaze action was somewhat redundant. Moreover, 
because of the separate nature of gaze and hand input, participants 
noticed that it was sometimes challenging to determine whether 
they were using hand or gaze input. Additionally, it can be confusing 
for users when they actually want to use gaze to translate an object, 
but because the gaze point is still located inside the safe region, only 
the hand movement (which was meant to be a trigger action) afected 
objects’ location. In these scenarios, it would be helpful to provide 
a small widget to indicate which input modality is taking control of 
the object for explicit transition based techniques. 

Also, as suggested by participants, it would be benefcial to pro-
vide hand amplifcation [69] for both ImplicitGaze and 3DMagicGaze 
in the depth dimension to speed up the translation along the z-axis. 

6.5.4 Gaze-Supported Techniques vs. Virtual Hand. As indicated in 
Table 2, the results from the user experiences questionnaire suggest 
that the current market-available solution (Virtual Hand) was not 
sufcient for target manipulation tasks in VR, while gaze-supported 
techniques lead to pragmatic and hedonic improvements. Despite 
being “natural” and “realistic”, Virtual Hand was seen as not being an 
efcient, convenient, and comfortable solution for long-term object 
manipulation in VR. 

7 DESIGN IMPLICATIONS 
We derived a set of design implications for future gaze-supported ma-

nipulation techniques in VR. We do not advocate a one-size-fts-all 
technique, as diferent design features can be useful for diferent envi-
ronments and task proposes. Instead, we summarize their strengths, 
possible applications, and provide potential compensation for their 
weaknesses. 

• While embedding gaze input (like ImplicitGaze and 3DMagicGaze) 
might not ofer signifcant performance benefts for manipulating 
(translating) objects that are within the primary working space 
(that is, all targets are located in front of the user and within arm-

reach distance), it can be useful for a larger environment with 
distant objects. 

• If gaze input is used for object selection and only hand input is 
used for manipulation, consider adding hand amplifcation (e.g., 
[69]) when users need to manipulate objects that are outside of 
the primary working space. Otherwise, it can feel tiresome to 
manipulate remotely gaze-selected objects. 

• The hand-eye coordination strategy which snaps the target to the 
hand position when selection is triggered is efcient for bringing 
distant objects to the user. However, this function may require the 
user to teleport to diferent places frequently when working in a 

large environment. Therefore, a complementary precise and con-
venient teleportation mechanism is needed. Additionally, we sug-
gest disabling the snap-to-hand function for objects within arm-

reach distance, as repetitive snapping close objects to hands can 
cause confusion and make the fne-grained adjustment difcult. 

• While manipulating an object directly via hands is intuitive, it 
may lead to more arm fatigue as users need to hold their arms 
in the air. One could consider minimizing the duration of using 
such direct-mapping and use indirect-mapping techniques (like 
RemoteHand) which allow users to rest their arms under a com-

fortable position. Also, large objects can easily occlude users’ view 
and pose difculties for accurate manipulation. Therefore, provid-
ing an accompanying mini-map (e.g., [57, 73, 74]) as an overlay 
would provide an overview of the environment, while making the 
oversized object transparent to reduce intrusiveness. 

• Providing an implicit transition between gaze and hand input 
(such as ImplicitGaze) can enable the smooth and concurrent trans-
formation. It would be useful to consider applying a dynamically-

resized safe region (as used in this research) to reduce the random 
movement of objects caused by eye saccades. Note there are also 
other design opportunities to enable implicit transitions. For exam-

ple, designers may choose to use a probabilistic/heuristic model to 
implicitly determine whether gaze or hand should take control of 
the target. Also, we suggest making the object under manipulation 
semi-transparent to avoid visual occlusion while searching. 

• Explicit transition (like 3DMagicGaze) enables robust control over 
the efect of gaze on objects. However, some efort is required 
in performing the ‘switch’ command and users may be unsure 
about whether to make a ‘switch’ or not. We recommend adding a 
small widget to indicate which input modality is currently taking 
control of the manipulation. 

• For techniques that use both gaze and hand for manipulation (e.g., 
ImplicitGaze and 3DMagicGaze), hand amplifcation in the depth 
dimension would be benefcial to speed up the translation along 
the z-axis when interacting with objects outside of the primary 
working space. 

8 LIMITATIONS AND FUTURE WORK 
We have identifed several limitations in this research. First, we did 
not embed techniques that enable non-linear mapping of hand in-
put [69], as our primary focus was gaze input. Hand amplifcation 
can interplay with or enhance gaze input, and it would be interesting 
to investigate how they infuence one another. Second, we did not 
explore the long-term usage of gaze-supported manipulation tech-
niques. For instance, if 3D modelers used gaze input every day, they 
would probably fnd even more efcient ways of using them. Third, 
we did not test the methods alongside more complex sculpturing and 
modeling tools/functions (like smoothing and infating an object). 
Further research can extend the gaze input modality to accompany 
more advanced manipulation functions. Fourth, we treated gaze as 
a 2 DoF modality and thus explored more of its usage for translating 
objects in the lateral direction. However, we acknowledge that there 
is a potential of using gaze for rotation and scaling with novel ap-
proaches. Lastly, as head gaze can be a cheaper solution than eye gaze 
for current VR systems, it is worth exploring if head gaze possesses 
similar features as eye gaze for object manipulation. 
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9 CONCLUSION 
In this research, we explore gaze-supported 3D object manipulation 
in VR. Specifcally, we investigate how diferent ways of integrat-
ing, coordinating, and transitioning gaze and hand input can aid 
the existing approach based on the virtual hand. Results from two 
user studies evaluating and comparing four techniques regarding 
their usability and efciency show that gaze input does not ofer 
signifcant performance benefts for object manipulation in the pri-
mary working space (when all targets are located in front of the user 
and within arm-reach distance), but can be useful for larger spaces 
with distant objects. Gaze input was also shown to mitigate the arm 
fatigue issue, and diferent integration, coordination, and transition 
strategies can provide benefts for building more usable and efcient 
object manipulation techniques. Our work contributes novel insights 
regarding multimodal interfaces with gaze and hand input that can 
enhance existing and future 3D object manipulation solutions in VR. 
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